Better Living Through High-Performance Computing (HPC)

High-fidelity simulation provides the missing ingredient to data-driven health tracking
Erik W. Draeger (LLNL) and A. Randles (Duke University)
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HPC by itself is not enough, but it provides critical predictive information that exists nowhere else
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