HPC Tools for Performance, Debugging, and Performance Analysis

LLNL has a long and proud history of leadership in HPC tooling across many projects
Matthew P. LeGendre (LLNL)
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Industry Collaborations

Worked with AMD on their TotalView
design of Rocprofiler for
El Capitan from the start.

Collaborations bring HPC tool

expertise to system vendors. Years of collaboration with
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scale and with complex
applications.
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Impact: App teams can analyze Nvidia GPU kernels Impact: App teams can analyze AMD GPU kernels Impact: App teams have a full-featured debugger
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