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Agenda
§ New Systems

§ Quartz expansion
§ Corona
§ SCF CTS-1 system (future – under consideration)

§ Systems Retiring
§ HPC System Summary
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Quartz Expansion (CTS-1) 
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Quartz Expansion Systems 
Highlights

§ Quartz 2SU Expansion (~508 TF)
• 372 compute nodes. 2 mgmt, 2 login, 4 GW, 

4 router
Compute Node contains:
• Dual socket Intel Skylake Gold 6140 CPUs, 

18 cores @ 2.3 GHz per socket (CTS1 
CPUs)

• 192 GB memory (6 memory channels vs 4 
on older CTS nodes = more memory 
bandwidth)

• Intel Omni-Path 100GB/s interconnect

Quartz 2U Expansion:  End of May
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CTS Highlights

§ Compute Nodes
• Dual Socket Intel E5-2695 v4 (Broadwell) 
• 18 cores @ 2.1GHz per socket (36 cores/node)
• 128GB DDR4 @ 2.4GHz DRAM

§ Intel Omni-Path 100GB/s interconnect
§ 1SU = 192 total nodes, 232 TF/s, 23.5TB DRAM

• 1 Management node
• 1 Login node
• 4 Network router/gateway nodes
• 186 Compute nodes
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CTS Summary
Name Size Network
Borax 48 nodes (serial) CZ

Quartz 14 SU à 16SU CZ

Pascal ~1 SU CZ

RZTopaz 4 SU RZ

RZTrona 20 nodes (serial) RZ

Jade 14 SU SCF

Mica 2 SU SCF

Agate 48 nodes (serial) SCF

??? 2 SU (??) SCF
• Future (in 

review)
• Power/Cooling
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Systems Retiring
Retiring Systems Retirement Date Replacement

System
Vulcan 02/20/2019

11/30/2018 (original)
Lassen
RZAnsel

Zin* TBD Jade
Sequoia* TBD Sierra
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The Life of Zin
• Extending service of Zin

• Zin’s environment has been very stable
• Service life is typically: 5 years (Zin is 7.5 years)

• Zin timeline of operation
• TOSS 3 (running TOSS 3 since November 2018)

• Continue to use system (system node count may be reduced for parts) 

• Retirement – subject to:
• Hardware issues 
• Floor space needed for new system deployments

• Zin Facts
• First received October 2011 (Tri-Lab Linux Capacity Cluster (TLCC2))
• 18 Scalable Units
• 970 teraFLOPs
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LC HPC System Summary – March 2019
(https://hpc.llnl.gov/hardware/platforms)
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Other
• Vendor discussions have started on next generation of systems 

(CTS-2).  
• VNC – deployment as a system

• OCF – Completed
• SCF – May 2019

• SNSI Environment – Pinot
• Lustre file system will be replaced (July 2019)
• CTS-1 based system installed Oct 2018
• NFS server updated Oct 2018
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Questions?

David Smith
smith107@llnl.gov
925-422-9256

mailto:smith107@llnl.gov
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